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ABOUT MIN-PLUS PRODUCT FORMS

O. FALL & J.P. QUADRAT

ABSTRACT. We study here the min-plus analogues of Jacksonnetworks of queues
and show that the corresponding geodesic problems onZ

m can be reduced to
minimal cost flow problems on complete graphs havingm nodes. In some par-
ticular cases, these flow problems can be solved explicitly giving formulae ana-
logue, in the min-plus algebra, to the standard product forms.

Nous étudions les analogues min-plus des r´eseaux de files d’attente Jack-
sonien et montrons que les probl`emes correspondants de g´eodésique surZm se
ramènentà des probl`emes de flot `a coût minimal sur des graphes complets `a m
noeuds. Dans certain cas, ces probl`emes de flot peuvent ˆetre résolus explicite-
ment, donnant, dans l’alg`ebre min-plus, les analogues des formes-produit stan-
dards.

1. INTRODUCTION

We can associate to a network ofm queues a random walk onZm. The min-
plus analogue of a random walk is a decision walk where to each transition —
which corresponds to a decision — is associated a cost instead of a probability.
In this min-plus context, the dynamic programming equation plays the role of the
Kolmogorov equation. It is well known that the invariant measure of a Jackson
network can be computed explicitly see [17, 5, 26, 10]. The min-plus analogue
consists in computing the optimal cost to go from a nodex to a nodey in the
state space. It is a kind of geodesic problem onZm with a field of admissible
displacements corresponding to the admissible routings of the network. We show
that this geodesic problem can be solved by a standard flow problem under the
hypothesis of shift invariance of the transition costs. Moreover, for some particular
ends (x, y) of the geodesic, an explicit formula, analogue to the standard product
form, giving the minimal distance betweenx andy, is obtained.

2. SOME MIN-PLUS ALGEBRA AND NOTATIONS

A semiringK is a set endowed with two operations denoted⊕ and⊗ where⊕
is associative, commutative with zero element denotedε, ⊗ is associative, admits
a unit element denotede, and distributes over⊕; zero is absorbing (ε ⊗ a = a⊗
ε = ε for all a ∈ K). This semiring iscommutativewhen⊗ is commutative.
A module on a semiring is called asemimodule. A dioidK is a semiring which is
idempotent (a⊕a = a, ∀a ∈ K). A [commutative, resp. idempotent]semifieldis a
[commutative, resp. idempotent] semiring whose nonzero elements are invertible.
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2 O. FALL & J.P. QUADRAT

The setR ∪ {+∞} endowed with the two operations⊕ = min, ⊗ = +, is
denotedRmin. This structure is traditionally called min-plus algebra. It is an idem-
potent semifield withε = +∞ ande = 0. The structureRmin, completed with
−∞, with the convention+∞−∞ = +∞, is a dioid denotedRmin.

We denoteMp the dioid of(p, p)-matrices with entries in the semiringK. The
matrix product inMp is

[ AB] i j
def= [ A⊗ B] i j

def= min
k

[ Aik + Bkj ] .

All the entries of the zero matrix ofMp are+∞. The diagonal entries of the
identity matrix ofMp are 0, the other entries being+∞.

With a matrixM inMn(K), we associate aprecedence graphG(M) = (N ,P)
with nodesN = {1, 2, · · · , n}, and arcsP = {xy | x, y ∈ N , Mxy 6= ε}. The
numberMxy, when it is nonzero, is called the weight of the arcxy.

A pathπ , of lengthl , with origin x and endy, is an ordered set of nodesπ =
π0π1 · · ·πl with π0 = x andπl = y, andπiπi+1 ∈ P for all i = 0, · · · , l − 1. The
coupleπiπi+1 are called the arcs ofπ and theπi its nodes. Thelengthof the pathπ
is denoted|π |. The couplexy of theendsof π is denoted〈π〉. When the two ends
of π are equal one says thatπ is a circuit. Theweightof π , denotedπ(M), is the
⊗-product of the weights of its arcs. For example we havexyz(M) = Mxy⊗Myz.

The set of all paths with endsxyand lengthl is denotedP l
xy. The paths of length

0 are the nodesP0 = N . Then,P∗xy is the set of all paths with endsxy andP∗ the
set of all paths. We have :

P∗def=
∞⋃

l=0

P l .

For ρ ⊂ P , 〈ρ〉 is the set of the ends of the paths ofρ. Then denotingPN the
set of arcs of the graph associated to the matrixN we have the following trivial
accessibility results :

PROPOSITION1. For M ∈Mn we have :

PMk = 〈Pk〉, PM∗ = 〈P∗〉.
Forρ ⊂ P∗ one define :

ρ(M)
def=
⊕
π∈ρ

π(M) ,

which is the infimum of the weights of all the paths belonging toρ.
We denote

M∗ def=
∞⊕

i=0

Mi ,

which exists if we accept entries inRmin. Then, we have the following interpreta-
tion of the matrix product inMn.

PROPOSITION2. For M ∈Mn we have

P l
xy(M) = (Ml )xy, P∗xy(M) = (M∗)xy . (1)

The matrix M∗ has no entries equal to−∞ iff there is no circuits with negative
weight inP .

More details about min-plus algebra can be found in [6, 22, 15, 18, 16].
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ABOUT MIN-PLUS PRODUCT FORMS 3

3. DECISION CALCULUS

A min-plus probability calculus has been developed in [25, 13, 7, 1, 2, 3, 4, 12].
Let us recall the most elementary facts. On a setU , acost c: U 7→ Rmin satisfying⊕

u∈U c(u) = e is given. It is called a min-plusprobability density. A subsetA
of U , seen as a decision set, is the analogue of an event. The cost of the decision

set A is c(A)
def= ⊕

u∈A c(u), it corresponds to the probability of an event. Then,
the functionsX : U 7→ R are called decision variables by analogy with random

variables. They induce the costscX(x)
def= ⊕

X(u)=x c(u) on R. Following this
analogy all the standard notions of the probability calculus can be introduced.

The min-plus Markov chain is called a Bellman chain, it is defined by a tran-
sition cost matrixM ∈ Mn satisfyingMe = e wheree denotes the column ofe
of sizen. Then, given an initial cost, which is a line vectorc0 satisfyingc0e = e,
we can define a costc, on the set of pathsP , by c(π) = c0

π0
π(M) for all π ∈ P l

andl ∈ N. Then, the analogue of the forward Kolmogorov equation is the forward
Bellman equationcn = cn−1 ⊗ M , c0 given. It gives the marginal cost, for the

Bellman chainXn(π)
def= πn, to be in state (node)x ∈ N at timen.

If a transition cost matrix satisfies

Mxy = Myx > 0, Mxx ≥ 0, ∀y 6= x ∈ N ,

then the matrixM∗xy defines a metric. Indeed, we haveM∗xx = 0 and M∗xy ≤
M∗xz + M∗zy by definition of the matrix product and the fact thatM∗M∗ = M∗.
A path fromx to y in G(M) achieving the minimal cost among the paths of any
length is called ageodesicjoining x to y. We will still call a geodesic an optimal
path when the matrixM is nonsymmetric.

4. MIN-PLUS CLOSEDJACKSON SERVICE NETWORKS

A closed Jackson network of queues is a set ofn customers andm services. The
customers wait for services in queues attached to each service. The customers are
served in the order of arrival. The service is random and markovian. In discrete
time situation, a(m,m) transition probability matrixr is given. The entryri j is
the probability that a customer, served at queuei , goes to queuej , if the queuei is
not empty. If the queue is empty, this probability is 0. Such a system is a Markov
chain with state space :

Sm
n

def= {x ∈ Nm : 1.x = n} ,
where 1 denotes the vectors with all its entries equal to 1 with size adapted to the
context (herem). It is clear that, ifr is irreducible, the Markov chain describing the
system is irreducible. Therefore it has a unique invariant measurep. This measure
is explicitly computable :

px = kθ x1
1 · · · θ xm

m ,

with θ any solution ofθr = θ andk a normalizing constant such thatp1 = 1.
The best way to understand what is a min-plus closed Jackson service network

is to consider the following problem. We consider a company renting cars. It has
n cars andm parkings in which customers can rent cars. The customers can rent
a car in a parking and leave the rented car in another parking. After some time
the distribution of the cars in the parkings is not satisfactory and the company has
to transport the cars to achieve a better distribution. Givenr the (m,m) matrix
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4 O. FALL & J.P. QUADRAT

of transportation cost from a parking to another, the problem is to determine the
minimal cost of the transportation from a distributionx = (x1, · · · , xm) of the cars
in the parking to another oney = (y1, · · · , ym) and to compute the best plan of
transportation. Therefore the precise transportation problem is the following.

MIN-PLUS CLOSED JACKSON PROBLEM (TRANSPORTATIONPROBLEM). Gi-
ven the(m,m) transition cost matrix r irreducible such that ri j > 0 if i 6= j =
1, · · · ,m and rii = 0 for all i = 1, · · · ,m, compute M∗ for the the Bellman chain

on Sm
n of transition cost M defined by Mx,Ti j (x)

def= ri j and

Ti j (x1, · · · , xm)
def= (x1, · · · , xi − 1, · · · , xj + 1, · · · , xm) ,

for i, j = 1, · · · ,m.
The operatorTi j corresponds to the transportation of a car from the parkingi to

the parkingj . We denoteT def= {Ti j , i, j = 1, · · · ,m}.
If rii = e for all i = 1, · · · ,m (the absence of transportation costs nothing)

the previous problem corresponds to the computation of the largest invariant costc
satisfyingc = cM, andcx = e. Indeed, in this case the left eigen semimodule has
as many independent generators as states1. Remarking that the diagonal entries of
M∗ aree, it is clearM∗x.M = M∗x.. Then, from the fact thatq = bM∗ is the largest
solution ofq = qM ⊕ b, we can prove that the searched extremal left eigenvector
is M∗x..

5. SOLUTION OF THE 2-PARKINGS TRANSPORTATION PROBLEM

This transportation problem is trivial in the 2-parkings case. Let us denote :

a
def= r12, b

def= r21 and x the number of cars in the first parking calledA. The
number of cars in the second parkingB is n− x. Therefore a possible state of the
system isx. The transition cost matrixM is :

M =


e b ε · ε

a e b · ε

· · · · ·
ε · a e b
ε · ε a e


The computation ofM∗ is easy in this case :

M∗ =


e b b2 · bn

a e b · bn−1

· · · · ·
an−1 · a e b
an · a2 a e

 .

Suppose thatx > y, the entryM∗xy = ax−y in the min-plus algebra corresponds
to a(x − y) in the standard algebra which is transportation cost ofx − y cars from
A to B. Similarly, if x < y, M∗xy = by−x corresponds to the transportation cost
y− x cars fromB to A.

In the general casem > 2 it is not easy to build and manipulate matrixM but
the 2-parkings case suggests that simple formulae exist.

1Let us recall that in the min-plus context the irreducibility of the transition matrix assures the
uniqueness of the eigenvalue but not the uniqueness of the generators of the eigen semimodule see
[6] Section 3.7.
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6. SOLUTION OF THE m-PARKINGS TRANSPORTATION PROBLEM

Let us consider them-parkings case. In this case a pathπ ∈ P is

xT1(x)T2 ◦ T1(x) · · · y = Tl ◦ Tl−1 ◦ · · ·T1(x) ,

with Ti ∈ T . Since the arcsPr of r arexTi j (x) with x ∈ N andTi j ∈ T we can
code (') a pathπ ∈ P∗ in a simpler way by the coupleπ ' xµ with x ∈ N a
node ofG(M) andµ ∈ P∗r a path ofG(r ). Clearly we have :

π(M) = µ(r ), ∀π ' xµ ∈ P∗ .
Remarking that the vectorTi j (x) − x is independent ofx let us call itγi j and

denote0 = {γi j , i, j = 1, · · · ,m}. These vectors are not mutually independent
indeed we have the relations :

γik = γi j + γ j k, ∀i, j , k = 1, · · · ,m .

For a pathµ ∈ P∗r , the evaluationµ(0) ∈ Zm is obtained by using the morphism
which to the concatenation associates the vectorial sum and to the letters associate
the corresponding vectors of0. For example for the pathi j kl ∈ P∗r we have :

i j kl (0) = γi j + γ j k + γkl .

Then, the constraint on the pathsπ : 〈π〉 = xy with x, y ∈ Zm is equivalent to the
constraintµ(0) = y− x for the pathπ ' xµ.

The cost of a pathµ(r ) depends only of the number of times each arc appears
in µ and not of the order of the arcs. Similarly the constraintµ(0) = y − x
does not depend of the order of the arcs in the pathµ, since the evaluationµ(0)
corresponds to additions of vectors, and addition of vector is commutative. To
take account of this symmetry of the problem we denotePc

r the set of equivalent
classes of paths (where two paths are equivalent if the arcs appear the same number
of times). Therefore, forµ ∈ Pc

r we can take the representativeµ = ∏
a∈Pr

ana .
For example the pathµ = i j i j k belongs to the class of(i j )2( j i )( j k).

It is clear thatµ(r ∗) ≤ µ(r ) becauseri j ≥ r ∗i j . Moreover for eachµ it existsµ̃
such thatµ(r ∗) = µ̃(r ) andµ(0) = µ̃(0). The pathµ̃ is obtained by substituting
the arcsi j of µ by pathsµi j such thatµi j (ri j ) = r ∗i j . InsideSm

n this substitution
is always possible. This is not always possible on the boundary ofSm

n because the
pathxµ may leaveSm

n . To avoid this difficulty we suppose that the costs on the
boundary arcs are notri j butr ∗i j .

We can summarize the previous considerations in the following proposition.

PROPOSITION3. The optimal value of the transportation problem is :

M∗xy = P∗xy(M) = 8r ∗(y− x) ,

with

8r ∗(z)
def=

⊕
µ∈Pc

r∗
µ(0)=z

µ(r ∗) .

The mathematical program8r ∗(z) is a flow problem.

PROPOSITION4. Denoting byJ the incidence matrix nodes-arcs of the complete
graph with m nodes we have :

8r ∗(z) = inf
φ≥0
J φ=z

φ.r ∗ ,
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6 O. FALL & J.P. QUADRAT

whereφ.r =∑i, j r i j φi j .

Proof. If we denote byφi j the exponent of the arci j in the wordµ ∈ Pc
r ∗ the

criteria of8r ∗(z) givesφ.r ∗, its constraints areJ φ = z. The only point to verify
is that : to the pathµ = ∏

(i j )φi j , associated to the optimalφ, corresponds a
path in the class ofπ ' xµ whose visited nodes belong toSm

n . Let us suppose
that it is not the case, it would exist another nodet on the optimal pathπ and
a coordinatei ∈ {1, · · · ,m} such thatti = inf(xi , yi ). Indeed, ifπ leaveSm

n
somewhere, it is necessary that a coordinate of one of its nodes becomes negative.
Let us suppose thatti = xi (the arguments are the same in the other case). The
geodesicxπ1 · · ·πkt from x to t would satisfy :

πl ,i = xi , l = 1, · · · , k . (2)

Indeed, if we consider the flow problem associate to this new geodesic problem it
would have the constraintJ φ = z with zi = 0 and the optimal flow would satisfy
φik = φli = 0 for all k and l because, at nodei , there is neither production nor
consummation and the transport cost onlk is r ∗lk ≤ r ∗li +r ∗ik by definition ofr ∗. This
implies that we can reduce this “x to t geodesic” problem to a transportation prob-
lem without the parkingi . All the paths, associated to this reduced flow problem,
satisfy (2). This argument shows that it exists a path associated to the optimal flow,
such that, for all nodel and componenti , πl ,i ≥ inf(xi , yi )which is a contradiction
with the fact that all the these paths are supposed to leaveSm

n .

COROLLARY 5. We have for all y and x satisfying xj = 0 for j 6= i and xi = n

M∗xy =
⊗
j , j 6=i

(r ∗i j )
yj ,

and for all x and y satisfying yj = 0 for j 6= i and yi = n

M∗xy =
⊗
j , j 6=i

(r ∗j i )
xj .

Proof. In these two cases the flow problems are trivial. The nonnul components
are respectivelyφi j = yj andφ j i = xi , for j 6= i .

This corollary gives the searched min-plus product form. In the future we will try
to extend this result, as it has been done in probability to more general problem, for
example when the transition costs depend of the number of cars in the parkings.

7. EXAMPLE

Let us consider the transportation system with 3 parkings and 6 cars, and trans-
portation costs :

r =
 0 1 +∞
+∞ 0 1

1 +∞ 0

 =
e 1 ε

ε e 1
1 ε e

 .

We have :

r ∗ =
e 1 2

2 e 1
1 2 e

 .
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Let us suppose thatx = (0, 0, 6) andy = (2, 3, 1), we can apply the corollary, we
have :

M∗xy = (r ∗31)
2(r ∗32)

3 = 2× 1+ 3× 2= 8 .

The Geodesic is given in Fig.1.

(6,0,0)

(0,6,0)

(0,0,6)

23

31 x

y

1

2
3

1

2
3

x y

1 1

2

2

2

12

FIGURE 1. Transportation System (6 cars, 3 parking).
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